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Abstract

Cyberattacks are still challenging since they are increasing day by day. Cybercriminals employ a variety of strategies
to manipulate and exploit their targets vulnerabilities. Malicious URLs are one such strategy which is used to target
large groups on various social media platforms. To draw internet users, these web addresses are disguised as being safe.
Deliberate or inadvertent use of such URLs exposes the user or the organization in the cyberspace and opens the way
for further attacks. Systems that use rules-based or machine learning algorithms to find malicious URLs usually rely on
feature engineering. This requires domain expertise and experience. Sometimes, even after extracting features from a
dataset, it may not completely leverage the potential of the dataset. The proposed method employs Natural Language
Processing (NLP) approaches to vectorize the words in the URLs and applies machine learning and deep learning models
for classification. Vectorization technique in NLP reduces the effort of feature engineering and maximizing the use of
the dataset. For the experiment, two separate datasets are used. To vectorize the URL text, three different vectorization
methods are used. To evaluate the performance of the proposed method, two different datasets (D1 and D2) that are
regularly utilized in the research domain were used. The results demonstrate that the superior accuracy of 92.4 % with
the D1 dataset is achieved by the Decision Tree (DT) with count vectorizer and the Random Forest (RF) with Term
Frequency-Inverse Document Frequency (TF-IDF) vectorizer. With the D2 dataset, DT with TF-IDF vectorizer obtains
a greater accuracy of 99.5 %. The Artificial Neural Network (ANN) model achieves 89.6 % accuracy with the D1 dataset
and 99.2 % accuracy with the D2 dataset.
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AHHOTaNMA

B nacrosme BpeMst KOTHIecTBO KHOepaTak MOCTOSHHO YBEITMIUBACTCS, M 00ph0a C HIMH OCTAeTCsl CIIOKHOM 3aauei.
KubeprnpecTymTHUKH UCTIONB3YIOT pa3IHYHbIC CTPATETHH AJIS MAaHHUITYIHPOBAHUS M HCIONB30BaHUS ySI3BHMOCTEH
cBoux neneit. Bpenonocusie URL-anpeca — offHa U3 TaKKUX CTpATeTHid, KOTOpast OpPUEHTHPOBAHA HA OOJIBIIIE TPYIIITE]
10JIb30BaTeNIeH, HaXOSIIUXCS B COLMANBHBIX ceTsaX. B MHTepHeTe 1 npuBiieueHys M0JIb30BaTelell IpecTyMHUKY
mackupytoT URL-angpeca nmox OezonacHeie. [IpenHaMepeHHOE WIIM HENPEJHAMEPEHHOE HCIOIb30BAHNE TAKHX
URL-aznpecoB moasepraeT onacHOCTH MOJIb30BATENS MIIM OPTaHN3alUI0 B KHOEPIIPOCTPAHCTBE U OTKPHIBAET My Th IS
JanmbHeimmX arak. CHCTEMBI, KOTOPBIE UCIIONB3YIOT AITOPUTMBI HA OCHOBE MPABMI MM MAITMHHOTO OOYYeHHs IS
rorcka BpenoHocHbIX URL-agpecoB, 00bIYHO MoararoTcs Ha MPUMEHEHNE CIeUAIbHBIX (YHKIHOHAIOB. DTO TpedyeT
3HAHMS NIPEAMETHOI 00IacTH U onbITa. BMecTe ¢ Tem gaxe mpy M3BICUEHUH OMACHBIX MPU3HAKOB M3 HA0Opa TaHHBIX
HX TTOTEHIIAJ MOJKET OBITh MPHMEHEH He MONHOCTEI0. B paboTe mpemioxkeHo Hemons30BaTh 00paboTKy €CTeCTBEHHOTO
s3pika (Natural Language Processing, NLP) s Bekropusanuu cioB B URL-aznpecax, a Taxoke Mojeael MallliHHOTO 1
DTyOOKOTro 00y4eHHs ISt UX KilaccH(UKamy. TeXHHKa BEKTOPU3AIHU IPH 00paboTKe eCTECTBEHHOTO SI3bIKa MO3BOJISIET
CHU3HTH YCHIIHUS 110 pa3paboTKe MPU3HAKOB U MAKCHMAJIbHO HCIIOIb3yeT HA0Op MaHHBIX. J{JIs SKCIIepUMeHTa TPUMEHEHBI
JiBa Habopa JJaHHBIX, a Tl Bektopu3armu Tekcta URL — Tpu MeTona. Pe3ybTrarsl SKCepUMeHTa MOKa3aH, YT0 MOJIEITN
nepesa pemennii (Decision Tree, DT) u metona ciyuaiinoro jeca (Random Forest, RF) nocturiu tounocreit 99,4 % u
99,3 % ¢ ucronb30BaHNEM MaIIMHHOTO 00y4eHus ¢ Bekropusaropamu Count u Hash. Mogenn DT u meTozna omopHbIX
BekTOpoB (Support Vector Machine, SVM) obecrnieunnu BBICOKYI0 TOUHOCTE 99,5 % ¢ mcmons3oBanreM Mepsl Term
Frequency-Inverse Document Frequency (TF-IDF). B mozmenu rmy6okoro o0y4enust HeliporHoii cetH (Artificial Neural
Network, ANN) nomydena roanocts 99,2 %, 9T0 BBIIIE B CPaBHCHNH C MCIOJIL30BAHUEM CBEPTOYHOM HEHPOHHON ceTn
(Convolutional Neural Network, CNN).

Kirouesble cii0Ba
BpeoHOCHBIH noMeH, ¢uimarossrii URL, NLP, mamimaHOe 00yueHue, rydokoe oOyueHne
Ccpuaka s nurupoanusi: Camum Pamxa A.C., [paguna I'., Maxanakmvu C., xaskymap M.C. OGHapyxeHue

BPEIOHOCHOT'O JIOMEHA HA OCHOBE €CTECTBEHHOIO S3bIKA C MCIOJI30BAHUEM MANIMHHOIO OOyueHHs M ITyOOKOro
00yuenus // Hay4HO-TeXHUYECKUI BECTHUK HH(POPMALOHHBIX TEXHOJIOTHi, MeXaHUKH 1 onTuku. 2023. T. 23, Ne 2. C.

304-312 (na anr. s13.). doi: 10.17586/2226-1494-2023-23-2-304-312

Introduction

In the 21st century, internet and world wide web offers
variety of service to the users and makes the life easier ever
before. But it also brings many cybersecurity threats, such as
malwares, data breaching, spamming, financial frauds, etc.
Every year, the cybercrime rate is increasing exponentially
and becoming a serious obstacle to digitalization!. This
makes cybersecurity a major concern in today’s business
world. Especially in covid-19 pandemic period, companies,
organizations, and institutions are switching to online
mode, which encourages cybercriminals to increase their
attacks in numbers through different mediums. Recent
security report states that business companies around the
world spends $123 billion in 2020 and $170.4 billion in
20212, Cyber criminals use different tactics to deceive
the people to achieve their objective. Malicious URLs
are the primary tactic for them to create mass attack. The
URL of the malicious websites mimic legitimate URL with
catchy words. Most of the time malicious URLSs are spread
through SMS or social media and injected on legitimate
websites. Deliberate or inadvertent use of such URLs
exposes the user or organization in cyberspace and opens
the way for further action. Once the user clicks on those
links, it downloads malware in the user’s system or steal
sensitive information from the user’s system, exposing
the user’s system vulnerabilities in cyberspace. Detecting
malicious URLs in cyberspace is a daunting task for the

I Cybersecurity. Available online: https://www.forbes.com/
sites/louiscolumbus/2020/08/09/cybersecurity-spending-to-reach-
123b-in-2020/?sh=5f107¢56705f (accessed: 18.10.2022).

2 Cybersecurity Statistics. Available online: https://www.
fortinet.com/resources/cyberglossary/cybersecurity-statistics
(accessed: 18.10.2022).

user. To prevent such links, the security software follows
a blacklisting approach that does not allow access to the
URLs in the blacklist. There is a large list of URLs in the
blacklist which are created manually or automatically by
the system. Maintaining and updating such a blacklist is
a challenging task. Timely update is essential otherwise
newly generated malicious URLs are easily evading the
security system [1]. Another approach is based on heuristic
rules, it begins by extracting essential features from URLs
(both blacklist and whitelist) and creating general rules
for the detection system. This approach is better than the
blacklist approach. However, generalizing the rules for
detection requires extensive work [2]. Third approach
is machine learning based detection using the features
that are extracted from different sources such as URLs,
content of the websites, information from the servers and
visual similarity of the websites [3]. The performance
of a machine learning model-based system depends on
the feature engineering which include feature extraction,
selection, scaling, etc. The process of feature engineering
requires expertise knowledge in the domain. Moreover,
selected number of features may not exploit the potential of
the huge dataset [4]. To overcome these issues, researchers
prefer to use NLP techniques to leverage the potential of the
dataset. Our research work uses different NLP technique
to vectorize the URL text instead extracting conventional
features from the URLs and tested with different machine
learning and deep learning algorithms for malicious URL
detection.
Contribution of our proposed work:
— Processing only URL text which is more safe method
than the content processing of the webpage.
— Using NLP techniques for URL text processing
simplifies the processing overhead of feature
engineering.

Hay4HO-TexXHU4eCcKuit BECTHUK MHDOPMALIMOHHbLIX TEXHONOM A, MeXaHUkn 1 ontukun, 2023, Tom 23, N2 2
Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2023, vol. 23, no 2

305


https://www.forbes.com/sites/louiscolumbus/2020/08/09/cybersecurity-spending-to-reach-123b-in-2020/?sh=5f107e56705f
https://www.forbes.com/sites/louiscolumbus/2020/08/09/cybersecurity-spending-to-reach-123b-in-2020/?sh=5f107e56705f
https://www.forbes.com/sites/louiscolumbus/2020/08/09/cybersecurity-spending-to-reach-123b-in-2020/?sh=5f107e56705f
https://www.fortinet.com/resources/cyberglossary/cybersecurity-statistics
https://www.fortinet.com/resources/cyberglossary/cybersecurity-statistics

Natural language based malicious domain detection using machine learning and deep learning

— The performance of machine learning and deep learning
models are evaluated and presented for a malicious
webpage detection system based on the URL text.

Background

URL is a string and a unique identifier to locate the
resource in the cyberspace. It is composed of several
elements [5] that are presented in Table 1. Generally,
machine learning models operated on numerical features
that are extracted from the raw dataset is represented as
2-D array. Most of the existing research work uses the four
categories of features for the malicious URL classification
[6] as shown in Table 2.

This paper uses NLP technique to vectorize the URL
text instead of extracting conventional features. NLP
offers set of techniques for vectorization. The process of
transforming text data into numerical features is known as
vectorization (feature extraction). Most commonly used
methods are:

1) Count Vectorizer;

2) Term Frequency—Inverse Document Frequency;
3) Hash Vectorizer;

4) Word Embedding.

Vectorized data is the input to machine learning
algorithms for classification. Table 3 listed the machine
learning algorithms for our experiment.

Count Vectorizer [7, 8]. It is a simple technique to
represent the text data into a numerical vector which counts
the number of the occurrences of the word in a document.
The output of this technique is a sparse matrix.

Term Frequency—-Inverse Document Frequency
(TF-IDF) [7, 8]. It is used to reflect the relevance of a
word in a corpus. Term Frequency (TF) is defined as the

frequency of the word present in a document and it’s
computed as shown below.

Number of occurence of the word in a document

Total number of the words in the document

Inverse Domain Frequency (IDF) is defined as the
frequency of the word across the set of documents and it’s
computed as shown below. IDF indicates the importance
of the word. In general, less frequent words are more
informative.

Total number of document

IDF =1g - .
Number of document that contain the word

At last, the score of the TF-IDF is computed as shown
below

TF-IDF = TF x IDF.

Hash Vectorizer [7, 8]. Hash vectorizer is similar to
count vectorizier that converts raw text into numerical
vector (matrix) but holds less memory because of not
storing the resulting vocabulary.

Keras Word Embedding! [9]. This technique helps to
keep close words that are semantically similar. It transforms
words in a vocabulary to dense vector of real numbers.

Deep learning (DL) is a subset of machine learning that
has recently been used extensively in the text classification
problem in NLP [11]. DL is simply a neural network with
set of layers (one input, one or more hidden, one output
layers). Each layer consists of nodes called neurons. Every

I Word Embedding. Available online: https://
machinelearningmastery.com/use-word-embedding-layers-deep-
learning-keras/ (accessed: 18.10.2022).

Table 1. Elements of the URL [5]

Elements of URL

Description

Example

Protocol (Scheme)

Protocol is used to access the resources http

Domain Name
of the hosted server

Distinct name of the resources which is translated as actual IP address

www.myspace.com

Port Number Unique number for every protocol to access the resources 80 for http
Path Path name of the requested resource on the server. Generally relative | myfolder/web/
location of the folder and file pagel.html
Parameters It’s a key value pair for access the resource in the server name=x&
password=y
Anchor (Fragment) Content location of the webpage is marked as anchor or fragment #contentlocation

Table 2. Categories of Features [6]

Category

Description

Features extracted from URL string

Count the various elements in the URL, such as counting number of dot, hyphens, etc.

Features extracted from webpage content

Count the various elements in the webpage, such as counting number of script tags,
paragraph tags, etc.
Counting specific words in the webpage

Features extracted from Domain name server
of the webpage

IP address, registration date, expiry date, hosted server and other related information

Features extracted from third party server

Ranking of webpage from google or alexa, etc.
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Table 3. Machine learning algorithms [10]

Algorithm

Description

Logistic Regression (LR)

Used to predict the binary target class based on the independent features. It uses sigmoid
function to transform the real value into discrete class

Support Vector Machine (SVM)

Used to determine the hyperplane to classify the data points

Decision Tree (DT)

Construct the tree, based on the input data and are divided based on the conditions in the
internal node. It can be used for regression and classification problems

K-Nearest Neighbors (KNN)
number of groups

Group the data points which are close to the chosen data point. The value K determines

Random Forest (RF) Group of DT are created by the algorithm. The output of the algorithm is the mean of
prediction of all the decision trees

Gradient Boosting (GB) Combines several weak models to get better performance model

AdaBoost (AB) Adaptive boosting combines the weaker model into a single strong model and used for binary
classification

XGBoost (XGB) XGBoost algorithm is an extended version of the gradient boosting algorithm

node in a layer is connected with other nodes in another
layer with weight and threshold value. If any node output
is above the threshold, value is activated to transfer data
to the subsequent layer. For our experiment, both machine
learning and deep learning models Artificial Neural
Network (ANN), Convolutional Neural Network (CNN)
are used to classify the malicious URLs along and results
are presented.

Related work

Malicious URL includes phishing, spamming,
defacement, and malware URLs. Researchers more
preferably use URL string and text content of the malicious
webpage for classification. Text processing in NLP can
be applied to both URL string as well as content of the
webpage. Lakshmanarao et al. [12] proposed a malicious
website detection system which uses NLP techniques
(count vectorizer, TF-IDF vectorizer and hash vectorizer)
for feature extraction. Different machine learning based
classifiers were used for testing the Kaggle dataset and
the result shows that RF algorithm gives 97.5 % accuracy.
Bocheng et al. [13] presented a deep learning based
malicious detection system using NLP. Experiments were
conducted with machine and deep learning algorithms.
LSTM model with attention mechanism achieves 98.9 %
accuracy. Routhu et al. [14] proposed a phishing detection
method by using text of webpages. 10,000 URLs including
phishing and benign were used for the experiment. Result
of the experiments shows that the multimodel domain
specific text gives 99.34 % detection accuracy. Zhang
et al. [15] presented a system which extracts different
features from URLs as well as content, visual similarity,
reputation based features, and applying NLP technique for
text processing. The result shows that adaboost plus word
embedding method gives 99.8 % accuracy. Malak et al. [16]
presented a phishing detection system using machine and
deep learning. Two different datasets (UCI Phishing dataset
and Kaggle dataset) were used to extract hybrid feature.
Set of ML and DL models were used for the experiment.
The results show that the random forest algorithm offers

96.53 % accuracy. Eint et al. [17] proposed phishing URL
detection method by using URL’s domain and path features.
Performance of the proposed method is evaluated by using
balanced (D1) and imbalanced (D2) dataset. Keras and
Embeddings from Language Models word embedding is
used to encode the text. The result shows LSTM network
gives accuracy of 97 % with D2.

The majority of the works that are currently available
use a hybrid feature set for malicious web page detection,
which combines the conventional features of URL text
with features taken from the content of the web page. The
process of extracting and selecting features is complex,
time-consuming, and calls for prior knowledge of the
relevant domain. Moreover, the selected features may not
make use of the dataset’s full potential. Processing web
page content can sometimes be harmful to the system. To
solve these problems, the proposed system uses only URL
text for experiments and uses NLP techniques to vectorize
the URL text, which gets rid of the need to extract and to
choose features.

Proposed Method

The aim of the research work is to detect the malicious
URLSs by utilizing the URL of the web pages. Proposed
method uses NLP techniques to vectorize the URL text,
and different machine learning & deep learning models are
evaluated for better detection accuracy. The function of the
proposed work is depicted in Fig. 1.

For the purpose of evaluating the machine learning and
deep learning models, two separate datasets (D1 & D2)
are used as shown in Table 4. Preprocessing is the first
step that identifies the required data from the raw dataset.
In our case, only the URLs of the webpages are used. For
the detection process, the domain names are taken from
the URL because they have more important information
than the other parts of the URL. After domain names are
retrieved and sanitized, vectoriation converts text data
into numerical features. Finally, the dataset is separated
into training and testing sets for machine learning and
deep learning models. Dataset for the experiment consists
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Classifier
LR
SVM
Vectorization (Count KNN
Vectorizer, IFIDF Vectorizer,
Hash Vectorizer)
DT
T
Dataset o
Performance
D2 AB Evaluation
G N GB
Preprocessing
(Parsing Domain name,
Removing special characters) XGB
- _J
\
ANN
Encoding & Padding
CNN
Fig. 1. Process workflow of our proposed work
Table 4. Dataset for the experiment
No Source Type of URL Total number of URL Dataset
| URL dataset (ISCX-URL2016) Malicious URL 5000 .
Benign URL 5000
) UNB Benign URL 5000 D2
Phishtank Phishing URL 5000

of URLs collected from URL dataset (ISCX-URL2016)!
(includes spam, malware, phishing, defacement and benign
URLs), UNB? (benign URLSs), and phistank3 (phishing
URLs). Except the benign URLs, all other URLs (spam,
malware, defacement, phishing) are considered as
malicious URLs for the experiment.

During pre-processing, the domain names are
extrated from the URLs. This is because the domain
name of the URL provides more important information
for the classification than the rest of the URL [18]. So
our experiment only considers the domain names of

I Malicious URLs dataset. Available online: https://
www.kaggle.com/datasets/sid321axn/malicious-urls-
dataset?resource=download (accessed: 18.10.2022).

2 URL dataset. Available online: https://www.unb.ca/cic/
datasets/url-2016.html (accessed: 18.10.2022).

3 PhishTank. Available online: https://www.phishtank.com/
developer_info.php (accessed: 18.10.2022).

URLs. After parsing domain names, the next step is to
remove unwanted special characters and clean them up.
Vectorization is a technique in NLP to transform the text
data into vector of real number which is suited for machine
learning model. Different vectorization techniques (Bag
of words (Count Vectorizer), TF-IDF Hash Vectorizer,
Word Embedding) are available in NLP. Our proposed
work utilizes all the techniques, and its performances are
analyzed. As part of encoding and decoding, text data are
converted into numerics by using encoding techniques
(integer encoding and one hot encoding) before processing
them using machine or deep learning model. For our
experiments, one hot encoding technique is used. Moreover,
it also requires to have the inputs that are same in size and
shape. Padding method is used to make the input data of
same size and shape. The performance of the classifier is
analyzed using machine learning and deep learning models
different metrics are used to evaluate the performance of
the model. The parameters that are used to analyze the
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performance of the classifier are Accuracy, Precision,
Recall, and F-Score. TP is True positive which indicates
the total number of correctly predicted positive instances.
TN is true negative which indicates the totoal number of
negative instances that are predicted as negative. FP is
false positive which indicates the total number of negative
instances predicted as positive. FN is false negative which
indicates the total number of negative instances that are
predicted as negative.

Accuracy, Precision, Recall and F1-Score are the other
performance metrics tested with the proposed work.

Experiment and result

Experiments are conducted in the windows 10 system
with i5 processor running at 3.2 GHz speed, and 8 GB of
RAM. Juypter notebook and Python with sklearn, nltk,
genism packages are used for programming. To train and
test the machine learning and deep learning models, the
dataset is divided into training set and testing set in which
80 % of the data is utilized to train the model and 20 %
data is preserved for test. Domain names in the URLs are
preprocessed and applying different vectorizers to test with
the machine learning models. Encoding and padding are
done before utilizing the input with deep learning model.
Once after the raw text in URLs are converted into padded
sequence of same length, it will be mapped to an array of

100

LR SVMKNN DT RF AB GB XGB
Count Vectorizer

Performance, %
o0 O
[e]

-3
[«=}

D
(e}

B Accuracy M Precision ™ Recall F1-Score

LR SVMKNN DT RF AB GB XGB
Hash Vectorizer

Performance, %
B 2] el 5
S (e} (=) [}

(o)
o

M Accuracy M Precision m Recall F1-Score

real numbers by word embedding method which is the first
hidden layer in neural network. The deep learning models
configuration are given in the Table 5.

Evaluating the performance of models with D1. URL
(ISCX-URL2016) dataset is used for the experiment. The
result of the experiment is presented in the below figures.
The specialty of URL (ISCX-URL2016) is that it contains
all sorts of URLs including spam, distortion, malware,
phishing, and malicious URLs. Moreover, dataset is a
balanced one.

Fig. 2 shows the performance comparison of difference
classifiers in terms of different performance metrics. The
results show that DT and RF models achieve greater
accuracy in machine learning using Count vectorizer and
Hash vectorizer techniques. RF and SVM models provide
high accuracy using the TF-IDF vectorizer. In the deep
learning model, the ANN achieves better accuracy than
the CNN.

Evaluating the performance of models with D2.
UNB and Phishtank dataset is used for the experiment. The
result of the experiment is presented in the below figures.
Phishing is the most common type of attack in cyberspace.
Therefore, D2 adds weightage to the phishing URLSs. Also,
the dataset is balanced.

Fig. 3 shows the performance comparison of difference
classifiers in terms of different performance metrics. The
results show that DT and RF models achieve greater
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Fig. 2. Performance comparison of various models with dataset D1: Count Vectorizer (a), TF-IDF Vectorizer (b),
Hash Vectorizer (¢), ANN vs. CNN (d)
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Table 5. Deep learning model parameters

Model Parameter Value
ANN Training and Test Split 80:20
Keras Embedding Dimension (size of the vocabulary, size of the vector space ) | 10,000.10
Activation function Relu, Sigmoid
No. of nodes in the output layer 1
Batch size 64
Loss function Binary cross entropy
Optimizer Adam
Epoch size 10
CNN Training and Test Split 80:20
Keras Embedding Dimension (size of the vocabulary, size of the vector space ) | 10,000.10
ConvlD Filter =32 kernel=8
Pool Size 2
Activation function Relu, Sigmoid
No. of nodes in the output layer 1
Batch size 64
Loss function Binary cross entropy
Optimizer Adam
Epoch size 10
b
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Fig. 3. Performance comparison of various models with dataset D2: Count Vectorizer (a), TF-IDF Vectorizer (b), Hash Vectorizer (c),

ANN vs. CNN (d)
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accuracy in machine learning using Count vectorizer
and Hash vectorizer. DT and SVM models provide high
accuracy using the TF-IDF vectorizer. In deep learning
model, ANN model achieves the better accuracy than the
CNN model.

Conclusion

Malicious websites are the convenient way for
cybercriminals to commit illegal acts. Numerous
studies have already been done by research scholars to
detect malicious webpage. Nevertheless, the problem
remains open due to the ever-changing attack mode.
Some researchers use features based on the content of
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